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# 生成式分类器

* 模式分类：给定某个模式样本，确定其所属的类别（通过测量被识别对象的某些特征值，并将其作为一个判决规则的输入，按此规则来对样本进行分类）
* 确定性分类
  + 确定性现象：在获取模式的观测值时，有些事物具有确定的因果关系，即在一定的条件下，它必然会发生或必然不发生。
* 非确定性分类
  + 但在现实世界中，有许多客观现象的发生。就每一次观测来说，即使在基本条件保持不变的情况下也具有不确定性。只有在大量重复的观察下，其结果才能呈现出某种规律性，即对它们观察到的特征具有统计特性。
  + 特征的值不再是一个确定的向量，而是一个随机向量。此时，只能利用模式集合的统计特性来分类，以使分类器发生错误的概率最小

## 贝叶斯最优分类器

### 最小化错误率决策（最大后验概率）

* 希望决策的**平均错误率/平均误差概率**最小
* 如果对于每个样本，保证最小，则平均错误率就最小
* 给定观测值，判断其类别为的错误率是
* 要使错误率最小，则的概率最大。（就是找到样本最match的类别）
* 所以最小错误率决策等价于最大后验概率决策
* 根据贝叶斯规则
* 判别规则：
* 判别函数：
* 对数形式：
* 例题

地震，正常。表示出现生物异常。，。现假设观察到生物异常：

1. 直接求条件概率（后验）
2. 利用后验概率的等价形式

### 最小化风险决策

不同错误决策带来的损失可能不同（如癌症筛查） 引入**损失函数**或**代价函数**

* 损失函数：表示将本应属于类别的模式判别成属于类别的代价
* 平均损失
* 样本对应的条件风险：
* 期望风险：
* 对比平均错误率
  + 条件风险和错误率的作用相同，条件风险是错误率的推广
  + 选择对每个样本条件风险最小的分类规则，将使期望风险最小化
  + 当损失函数为0-1损失时，最小风险等价于最小错误率
* 最小化风险决策

**例题**

|  |  |  |
| --- | --- | --- |
| 课程质量 | 好（Y=1） | 差（Y=0） |
| 概率（先验） | 0.6 | 0.4 |
| P(X|Y) | 课程质量好 | 课程质量差 |
| 课堂有趣（X=1） | 0.8 | 0.1 |
| 课堂无聊（X=0） | 0.2 | 0.9 |

|  |  |  |
| --- | --- | --- |
|  | 课程质量好 | 课程质量差 |
| 选课（y=1） | 0 | 10 |
| 退课（y=0） | 20 | 0 |

* 听了一次课，觉得有趣，求最小化风险决策

退课风险远大于选课风险

### 引入拒识reject

在必要的情况下，分类器对某些样本可以拒绝给出一个输出结果，拒绝将样本判给C个类别中的任何一类

* 损失
* 拒识代价必须小于错分代价，否则永远不会对样本拒识
* 此时的条件风险为
* 引入拒识后的最小风险决策

### 小结

* 贝叶斯最优分类器：最小风险决策所决定出的贝叶斯分类器
* 相应地，风险被称为贝叶斯风险。
* 给定损失函数时，计算贝叶斯最优分类器的关键是计算后验概率

## 生成式分类器

* 计算后验概率，需要已知先验和类条件概率
* 此时亦被称为生成式分类器。因为已知 , 可得到联合分布，从而可以从联合分布通过采样生成数据
* 另一种方式是判别式分类器：直接计算后验概率或者判别函数
* 实际中，估计概率密度函数很困难。尤其是类条件概率， 因为通常是高维随机向量
* 类先验概率
* 类条件概率：由于为多维向量，条件分布建模困难，可根据数据的实际情况对其做适当假设或简化
* 朴素贝叶斯：在给定的情况下，的各维独立
* 高斯判别分析：在给定的情况下，为多元高斯分布

## 概率密度函数的参数估计

给定随机变量或随机向量的概率密度函数的形式，但其参数未知。如，但未知

估计模型参数的方法

* 矩方法
* 极大似然估计：频率学派
* 贝叶斯方法：贝叶斯学派

### 极大似然估计

令为来自分布的独立同分布的样本，定义似然函数：

似然函数在数值上是数据的联合密度，但它是参数的函数，不满足密度函数的性质（对积分不必为1）

极大似然估计是使得似然函数最大的，即

似然函数定义为似然函数的自然对数：

* 自然对数函数为单调增函数，所以和似然函数在相同的位置取极大值
* 数值计算更稳定：似然函数涉及多个小的概率值相乘，容易下溢出
* 计算更简单：很多概率密度函数是指数函数，取对数运算后更简单
* 在不引起混淆的情况下，有时记似然函数为似然函数

### 贝叶斯估计

* MLE认为参数只是一个值（点估计）
* 贝叶斯估计：：参数也是随机变量，亦可用概率分布描述其性质
  + 先验分布：在没有看到数据之前，参数的分布
    - 先验反映我们对参数取值的信念：通常偏好更简单或更光滑的模型
    - 为计算方便，我们一般采用共轭先验（先验分布与后验分布为同族分布）
  + 似然：同MLE相同，为
  + 后验分布： 在看到数据后，对参数分布的更新
    - 参数估计不再是一个点估计，而是一个分布（信息更多）
    - 也可以用后验分布的均值或众数得到参数的点估计

### 常见分布的参数估计

#### 伯努利分布

随机变量，

##### 极大似然估计

似然函数：

*令* ，求得

##### 贝叶斯估计

似然：

该似然对应的共轭先验为Beta分布：，假设

后验：

类先验的贝叶斯后验估计为：

伪先验的和称为先验的强度（先验的有效样本大小），与样本数的作用类似

参数的点估计可以取

* 最大后验估计（后验的众数，MAP）：（当时，退化成MLE）
* 后验的均值：（当时，，称为Laplace平滑）

#### 多项分布

*，*其中为指示函数，当成立时为1，否则为0

##### 极大似然估计

似然函数：

*令* ，求得

##### 贝叶斯估计

#### 单变量高斯分布

##### 极大似然估计

##### 贝叶斯估计

#### 多元高斯分布

##### 极大似然估计

##### 贝叶斯估计

## 朴素贝叶斯分类器

## 高斯判别分析
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